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Abstract
This research focuses on binary choice models and its applications with emphasis, on variables that influence the participation of females in the work force. We consider factors, for example, spouse’s training, wife’s age, family income as well as the number of children in the family. So as to substantiate our case, we adopt a three-step approach in accomplishing our results. Firstly, we developed a probit and bivariate probit model of labor force participation (lfp) that involves k6 (number of children under 6years old), k618 (number of children between 6 to 18 years), Wa (wife’s age), We (wife’s education), Faminc (family income excluding wife’s wage) and W (wife’s wage). Our findings with the real life data suggests that components, for example, a lady’s age, the number of children she has and her family pay lessens her chances of participating in the labor force while the wife’s education and wage have a positive effect in her chances of participating in the labor force.
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1.1 Introduction
Individuals and corporate bodies make decisions that affect their activities on the long run. One way or the other, most decisions made by individuals and corporate organizations are based on choice. These choices are made to estimate the value attributed to items by revealing their preferences and utilities. One particular choice is the binary choice model. Binary choice models are models that are used to relate and select an option among various alternatives (Greene, 2000).

In economic theory, binary choice models comply with Lancaster’s consumer theory which states that an individual purchases an item based on the features that are attached to the items. Similarly, McFadden (1974) argues that a consumer’s behavior is best described by the attributes of the product he wishes to purchase.

Consider, for instance, the choice regardless of whether to make a noteworthy buy or the choice of which course is best for transportation, or modeling labor participation.

A marketing company may want to predict consumer’s loyalty to different brand of products. For instance, customers may need to choose where to shop, when to buy a product and which brand to purchase. Marketing practitioners had over the years, studied the factors that drive consumer’s choices.

In healthcare, a patient might need to decide whether or not to purchase health insurance. One of such studies was carried out by Cardon and Hendell (2001), when they structurally estimated a model for health insurance and healthcare choices, using data on single and married patients. They tested for observable links between insurance status and healthcare consumption.

Programme in Vietnam. Their point was to test the conditions under which family units support small scale surge protection. They found that location was significant factor.

Similarly, Ryan and Gerard (2003) provide a good review about binary choice models as it relates to healthcare economics. For the labor force participation, Mroz (1987) suggests that factors such as education, marital status or location could determine an individual’s choice of being active in the work force. Furthermore, binary choice models play an important role in our everyday life. In modeling binary choice, we consider a Bernoulli model, where the chances of an event occurring is given as $p$ and the chances of it not occurring is given as $(1-p)$. In most cases, further estimation is usually done by maximizing the likelihood of an event occurring.

For example, an individual’s employment status could be full time, part-time or none while, transportation might involve a choice between travelling by air, land or sea. We refer to such a model as a multinomial choice model.

In addition, there are other models that provide a qualitative base for decision-making such as operations research models and game theory. Both approaches deal with the selection of an optimal course of action given the possible payoffs and their associated probabilities. However, there are certain real–life problems in which the fractional value of the decision variable has no significance. In such a situation, a binary choice model becomes applicable.

There are two commonly used discrete choice models namely: Logit and Probit models and their variants and extensions. Both models elucidate the attributes of the alternatives available to an individual. Consider, for example, modeling labor force participation. We might wish to study the effect of age, educational qualification of an individual and that of their parents, marital status etc. A simple kind of one of these models is the ordinary Probit model where there exists one binary dependent variable with only one latent variable.

However, situations might arise where there are two binary dependent variables as well as two latent variables and there is need to model them jointly as a function of some explanatory variable i.e. whether to work or not. In such a situation, we refer to such a model as a bivariate probit model (Green (2003)). It goes further to provide a specification for modeling cases where there is an endogenous binary variable in one of the equations.

Chun and Mun (2012) assert that the bivariate probit model is a very useful model for estimation since it considers taste variation.

1.3 Aim and objectives of the study
The aim of this research is modeling binary choice models with applications. In order to achieve this, we consider the following objectives:
1. To specify and estimate binary choice models.
2. To simulate binary choice models with real life data.
3. To investigate factors influencing the labor force participation of women.

2. Methodology
We explain the methods used in carrying out this work and the rationale behind using the specified models.

Our data set was obtained from a study on the working hours of married women. (Source: (Mroz (1987)).

2.1 Probit and Logit Models Specification
According to Wang (2006), the logit model is based on the odds that an event taking place.

\[
\text{Logit} (p) = \ln \left( \frac{p}{1-p} \right)
\]  
(2.2)
If \( P = \Pr(Y = 1 | X \beta) \) is the probability of an event happening, then \( \ln \left( \frac{P}{1-P} \right) \) is the corresponding log odds. The logit model states the log odds of an event happening are a linear function of a given set of explanatory variables, i.e.

\[
\ln \left( \frac{P}{1-P} \right) = X \beta \tag{2.3}
\]

The probability \( P = \Pr(Y = 1 | X \beta) \) is solved by using

\[
P = P(Y = 1 | X \beta) = \frac{\exp(X \beta)}{1 + \exp(X \beta)} \tag{2.4}
\]

The probability of \( Y \) being 0 is given as

\[
P(Y = 0 | X \beta) = 1 - P(Y = 1 | X \beta) = 1 - \frac{\exp(X \beta)}{1 + \exp(X \beta)}
\]

Therefore, the likelihood of the logit model is

\[
L(B) = \prod_{i=1}^{n} \left[ \frac{\exp(X \beta_i)}{1 + \exp(X \beta_i)} \right]^{Y_i} \left[ 1 - \frac{\exp(X \beta_i)}{1 + \exp(X \beta_i)} \right]^{1-Y_i} \tag{2.5}
\]

The log likelihood \( LL(B) \) is

\[
LL(B) = \sum_{i=1}^{n} Y_i \ln \left( \frac{\exp(X \beta_i)}{1 + \exp(X \beta_i)} \right) + (1 - Y_i) \ln \left[ 1 - \frac{\exp(X \beta_i)}{1 + \exp(X \beta_i)} \right] \tag{2.6}
\]

Coefficient estimates are obtained by maximizing \( LL(B) \). The Probit model is given as

\[
P(Y = 1 | XB) = \Phi(XB) = \int_{-\infty}^{XB} \Phi(z) dz \tag{2.7}
\]

Where \( Y \) is a discrete variable that takes the value 1 or 0; \( X \) is a vector of explanatory variables, \( B \) is a vector of coefficients. \( \Phi(z) \) is the cumulative normal distribution.

The likelihood function \( L(B) \) is given as

\[
L(B) = \prod_{i=1}^{n} \left[ \Phi(XB_i) \right]^{Y_i} \left[ 1 - \Phi(XB_i) \right]^{1-Y_i} \tag{2.8}
\]

And the log likelihood \( LL(B) \) for the probit model is given as

\[
LL(B) = \sum_{i=1}^{n} Y_i \ln \left( \Phi(XB_i) \right) + (1 - Y_i) \ln \left( 1 - \Phi(XB_i) \right) \tag{2.9}
\]

By maximizing \( LL(B) \), we obtain estimates of the coefficients.

In this study, we shall be using the probit model.

2.10 **Bivariate Probit Model**

The bivariate probit model is an extension of the probit regression model, where there are two binary dependent variables as well as two latent variables and there is need to model them jointly as a function of some explanatory variable where the distribution of the regression equations is assumed to be correlated in the same spirit as the seemingly uncorrelated regression. (Maddala, 1983).

Given two unobserved latent variables

\[
y_1^* = x_1^* \beta_1 + y_2^* + \epsilon_1, y_1 = 1 \text{ if } y_1^* > 0, 0 \text{ otherwise}
\]

\[
y_2^* = x_2^* \beta_2 + \epsilon_2, y_2 = 1 \text{ if } y_2^* > 0, 0 \text{ otherwise}
\]

Where \( y_1 \) is a binary dependent variable of interest in equation 1, \( y_2 \) is a discrete dependent variable of equation 2 that is included in the first equation as an endogenous variable. \( x_1^* \) and \( x_2^* \) are the vectors of the explanatory variables of the two regression equations. The error terms of the two equations are assumed to be independent and identically distributed and follow the bivariate standard normal distribution with correlation coefficient \( \rho \). The model collapses to two separate probit models \( y_1 \) and \( y_2 \) when the value of \( \rho = 0 \).

We estimate a bivariate probit model using real life data. The analysis is given some interpretation in the light of socio-economic realities.
3. Data Analysis

3.1 Probit Models With Real Life Data

In this section, we conduct a probit regression using real life data. The first regression is in Table 3.2, where labour force participation (lfp) is regressed against kl6 (no of kids less than 6 years), k618 (no of kids between 6 and 18 years), Wa (wife’s age), We (wifes education), Faminc (family income excluding wife’s wage and W( wife’s wage). W is a binary variable with value equal 1 if the wife’s receives wage and 0 otherwise.

Table 3.2 Probit Regression 1 (Real Data)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.918</td>
<td>0.1364</td>
</tr>
<tr>
<td>Kl6</td>
<td>-0.6771</td>
<td>0.0000</td>
</tr>
<tr>
<td>K618</td>
<td>-0.4102</td>
<td>0.4229</td>
</tr>
<tr>
<td>Wa</td>
<td>-0.2488</td>
<td>0.0109</td>
</tr>
<tr>
<td>We</td>
<td>0.1258</td>
<td>0.0001</td>
</tr>
<tr>
<td>Faminc</td>
<td>0.0000</td>
<td>0.9739</td>
</tr>
<tr>
<td>W</td>
<td>2.5402</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

AIC = 0.701

Prob [ChiSqd> value] = 0.0000

The second probit regression has W2 as a dependent variable and the result with its independent variable are there in the table.

Table 4.7: Probit Regression 2 (Real Data)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.7417</td>
<td>0.1017</td>
</tr>
<tr>
<td>Kl6</td>
<td>-0.7474</td>
<td>0.0000</td>
</tr>
<tr>
<td>K618</td>
<td>-0.6077</td>
<td>0.1239</td>
</tr>
<tr>
<td>Wa</td>
<td>-0.3552</td>
<td>0.0000</td>
</tr>
<tr>
<td>We</td>
<td>0.6021</td>
<td>0.0088</td>
</tr>
<tr>
<td>Faminc</td>
<td>0.0000</td>
<td>0.1497</td>
</tr>
</tbody>
</table>

AIC = 1.3018

Prob [ChiSqd> value] = 0.0000

Table 3.4 takes care of bivariate probit regression result. In the first equation of the bivariate regression, Ifp is the dependent variable. Whereas in the second equation, W is the dependent variable.
Table 3.4: Bivariate Probit Regression (Real Data)

<table>
<thead>
<tr>
<th>Dependent variable for First equation: lfp</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.527</td>
<td>0.1587</td>
</tr>
<tr>
<td>Kl6</td>
<td>-0.4005</td>
<td>0.4464</td>
</tr>
<tr>
<td>K618</td>
<td>-0.1814</td>
<td>0.7654</td>
</tr>
<tr>
<td>Wa</td>
<td>-0.115</td>
<td>0.6665</td>
</tr>
<tr>
<td>We</td>
<td>-0.0969</td>
<td>0.1404</td>
</tr>
<tr>
<td>Faminc</td>
<td>0.0000</td>
<td>0.7379</td>
</tr>
<tr>
<td>W</td>
<td>3.2127</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variable for Second equation: W</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.7532</td>
<td>0.0986</td>
</tr>
<tr>
<td>Kl6</td>
<td>-0.7524</td>
<td>0.0000</td>
</tr>
<tr>
<td>K618</td>
<td>-0.0603</td>
<td>0.1193</td>
</tr>
<tr>
<td>Wa</td>
<td>-0.0355</td>
<td>0.0000</td>
</tr>
<tr>
<td>We</td>
<td>0.0589</td>
<td>0.0118</td>
</tr>
<tr>
<td>Faminc</td>
<td>0.0000</td>
<td>0.1463</td>
</tr>
<tr>
<td>Rho(1,2)</td>
<td>-0.5613</td>
<td>0.5397</td>
</tr>
</tbody>
</table>

In these tables, we have
Lfp= paid labour force: 1=Yes, 0=No
kl6= kids less than 6 years
k618= kids between 6-18 years
Wa= wife’s age
We= wife’s educational attainment
faminc= income of the family, excluding wife’s
W= reported wife’s wage: 1=yes, 0= no
rpwg= reported wife’s wage

3.5: Effect of Increasing Number of Kids Less than 6 Years (kl6)
We study the effect of increasing number of kids below 6 years old in each family by 1, 2 and 3 kids. The scenarios and the results of these increments are presented in Tables 3.6.

Table 3.6: Scenario 1: Increasing kl6 by 1

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Base case</th>
<th>Under Scenario</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>53.70%</td>
<td>55.50%</td>
<td>1.8</td>
</tr>
<tr>
<td>1</td>
<td>46.22%</td>
<td>44.49%</td>
<td>-1.8</td>
</tr>
<tr>
<td>Total</td>
<td>100.00%</td>
<td>100.00%</td>
<td>0</td>
</tr>
</tbody>
</table>
**Scenario 2: Increasing kl6 by 2**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Base case</th>
<th>Under Scenario</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>53.70%</td>
<td>57.90%</td>
<td>-4.2</td>
</tr>
<tr>
<td>1</td>
<td>46.22%</td>
<td>42.10%</td>
<td>-4.2</td>
</tr>
<tr>
<td>Total</td>
<td>100.00%</td>
<td>100.00%</td>
<td>0</td>
</tr>
</tbody>
</table>

**Scenario 3: Increasing kl6 by 3**

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Base case</th>
<th>Under Scenario</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>53.78%</td>
<td>79.81%</td>
<td>26.03</td>
</tr>
<tr>
<td>1</td>
<td>46.22%</td>
<td>20.19%</td>
<td>-26.03</td>
</tr>
<tr>
<td>Total</td>
<td>100.00%</td>
<td>100.00%</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4. Discussion

**1st Probit Regression (Real Data)**

From Table 3.2, the negative sign of the estimate of coefficient associated with the labor force participation (kl6= -0.6771) suggests that having kids that are less than 6 years impacts negatively on a woman’s participation. This could mean that women, who have kids that are less than 6 years, have fewer opportunities to seek employment. Similarly, a negative sign on the coefficient (k618= -0.4102) signifies that when a woman have kids that are aged between 6 to 18 years, they impact negatively on her participation in the labor force thereby reducing her chances of seeking employment. The negative value on the coefficient, wife’s age (Wa = -0.2488) is an indication that as a woman’s age increases, her chances of seeking employment reduces. Meanwhile, the positive sign of the coefficient associated with the wife’s income (We = 0.1258) suggests that the more income a woman earns the higher her chances of seeking employment. Furthermore, the positive sign of the coefficient associated with wife’s education (We =0.1258) suggests that the coefficient has a positive effect on the dependent variable. This could mean that the more educated a woman becomes the more chances she has to be employed. The value of the coefficient (Faminc=0) suggests that family income does not affect the employment opportunities of a woman. However, it is unclear why it is so. Although, factors such as, cultural and religious norms, etc, might as well be considered. Among the various selection criterions, we choose the AIC (0.701) because it has the least error among other information criterions. In addition, the p-values of coefficients (we and w) are all significant.

**2nd Probit Regression (Real Data)**

From the Table, we observe a negative sign on the coefficient associated with a woman having kids less than 6 years (kl6 = -0.7417). This suggests that the more a woman have kids that are less than 6 years, the lesser her chances in applying for a job. Similarly, a negative coefficient (k618 = -0.6077) suggests that having kids between 6 to18 years reduces the chances of mothers to participate in the labor force. The negative value for a woman’s age (wa= -0.3552) implies that as a woman gets old, her chances of seeking employment reduces while a positive value for wife’s education (we =0.6021) implies that the more educated a woman is, the higher her chances of being employed in an organization. Moreover, a p-value (p<0.05) also suggests that the variable is significant. The zero value for family income (faminc=0.000) suggests that a
woman’s family income does not affect her employment opportunities. Regarding the selection criteria, we choose the AIC (1.3018) because it has the least error value.

**Bivariate Regression (Real data)**

From the 1st equation in the table, we observe a negative sign on the coefficient associated with a woman having kids less than 6 years (kl6 = -0.7417). This suggests that the more a woman have kids that are less than 6 years, the lesser the chances she has in seeking for a job. Similarly, a negative coefficient (k618 = -0.6077) suggests that having kids between 6 to 18 years has a negative impact on the employment opportunities of a woman. A negative coefficient for a woman’s age (Wa = -0.1150) implies that as a woman’s age increases, her chances of securing a job decreases while a positive value for wife’s education (We = 0.6021) implies that the more educated a woman is, the higher her chances of being employed. Furthermore, a p-value (p<0.05) also suggests that the variable is significant. The zero value for family income (Faminc = 0.000) suggests that family income does not play a role in a woman’s decision to be employed. The positive value of the coefficient for wife’s wage (W = 3.2127) suggests that wage has a positive effect on the employment opportunities of a woman. Regarding the selection criteria, we choose the AIC (1.3018) because it has the least error value while for the 2nd equation, a negative sign on the coefficient associated with women having kids less than 6 years (kl6 = -0.7532). This suggests that the more a woman have kids that are less than 6 years, the lower her chances of seeking employment. Similarly, a negative coefficient (k618 = -0.0603) suggests that women who have kids between 6 to 18 years stand the risk of not being focused on their job. The negative coefficient for a woman’s age (wa = -0.0355) implies that as a woman gets old, her chances of seeking employment reduces. Meanwhile, the positive value for wife’s education (We = 0.0589) implies that the more educated a woman becomes, the higher her chances of getting a job. Moreover, a p-value (p<0.05) also suggests that the variable is significant. The zero value for family income (Faminc = 0.000) suggests that family income does not affect a woman’s chances of seeking for employment. We choose the AIC (1.3018) because it has the least error value.

**Effect of increasing the number of kids below 6 years (kl6) by 1, 3 and 5**

From Table 3.5, Scenario 1, we observe that when kl6 is increased by 1 unit, the probability of occurrence reduces from 0.46 to 0.44. This signifies a reduction in her chances of seeking employment, when increased by one unit. Similarly for scenario 2, when kl6 is increased by 3 units, the probability of a woman applying for a job reduces from 0.46 to 0.42. Finally, for scenario 3, when kl6 is increased by 5 units, the probabilities of occurrence shifts from 0.46 to 0.20. We observe here, that as kl6 increases, a woman’s chances of seeking for employment reduces.

5. **Conclusion and Recommendation**

From our analysis, we have achieved the following:

1. Specifying and estimating binary choice models.
2. Simulated binary choice models with real life data.
3. Investigated factors/variables influencing labor force participation of women.

5.1 **Recommendation**

The model in our methodology can be extended to other cases such as:

1. Labor force participation of men.
2. The impact of religion and other cultural norms on the labor force participation of women.
References


Bicakova, A. (2016). Gender unemployment gaps in the EU; Blame the family. 12A *Journal of European Labour Studies*, 5, 22-29


